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Networks Analysis and Visualization

June Lai



Review: STRING v12 Demonstration

Usage scenario:
> Single protein
> Multiple proteins
> Multiple proteins with value
» Search known pathways
a2
» Hub proteins / Bottleneck

> Pathway highlighting
e ARONBRSEEE ERXIEH clusters —BREERES
https://version-11-5.string-db.org/cgi/network?networkld=bQ32wU7U2Dbk

reference —
https://string-db.org/cgi/about?footer_active_subpage=references
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Outline

First hour:
> Definition: Graphical analysis
» Common terms in graph theory
» Common networks models
> Network centralities
Second hour:
> Clustering
» Demonstration: Cytoscape (local/GUI) / igraph (R/python)
> Visualization: Graphia / Arena3D / Circos
> Afterword: The art of fine-tuning

reference —
https://www.frontiersin.org/articles/10.3389/fbioe.2020.00034/full
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Common terms in graph theory

node (V) or vertex, entities

edge (E) relationship, directed or undirected, other edge types (e.g.
enhance, inhibit)

graph (G) V+E, connected, complete, weighted, bipartite
distance (d) property between two nodes

degree (k) node property, B EF/ R EME,
(in-) IR EF S / (out ) HEHRES

|] 2[E .
T = W,edge HRE

density graph property,
clustering coefficient (C) node property, k71)’ #ER edge RIRE

average clustering coefficient graph property, ZI:TI
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Common terms in graph theory
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Common terms in graph theory
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Other network centralities

graph eccentricities

@ = central point

radius =2 radius =2
diameter = 4 diameter =3

eccentricity node property, %ééﬂ'ﬂﬂﬁﬁﬁ, L

diameter BiRE IBERN RTERH
radius BRE RN RRERE
characteristic path length ZERE rzlzi':JEl'ﬂJ edcpicti

figure credit — https://mathworld.wolfram.com/GraphRadius.html
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Other network centralities

closeness graph property, tHFR/NARI (?), ﬁ

= : #B DD IEIEBILE
betweenness node property, BRR&EEE XD, “cg e

- /. r ) \ - 1 i
- p T /, \ . - \ ~] < T.
. O X - N gy it

Degree Betweenness Closeness E‘igenvector‘

reference — https://en.wikipedia.org/wiki/Centrality
figure credit — https://www.researchgate.net/publication/296194726
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Common networks models

~
Random Small-World Scale-Free
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Fig. 1 Comparison of random, small-world and scale free networks. Topological structure of benchmark
network models. Random and Small-world network topologies do not include hub nodes. In contrast,
scale-free topologies are characterised by the presence of small number of highly connected hub nodes
and a high number of feebly connected nodes. Presence of distinct hubs in scale-free networks make
them more vulnerable to targeted attacks, compared to random and small-world networks

figure credit — https://appliednetsci.springeropen.com/articles/10.1007/s41109-017-0053-0
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Outline

First hour:
> Definition: Graphical analysis
» Common terms in graph theory
» Common networks models
> Network centralities
Second hour:
> Clustering
» Demonstration: Cytoscape (local/GUI) / igraph (R/python)
> Visualization: Graphia / Arena3D / Circos
> Afterword: The art of fine-tuning

reference —
https://www.frontiersin.org/articles/10.3389/fbioe.2020.00034/full
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k-means clustering

D ion of the lard algorithm
@ ik
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1. kinitial "means" (in this 2. kclusters are created by 3. The centroid of each of the 4. Steps 2 and 3 are repeated
case k=3) are randomly associating every observation  k clusters becomes the new until convergence has been
generated within the data with the nearest mean. The mean. reached.
domain (shown in color). partitions here represent the
Voronoi diagram generated by
the means.

figure credit — https://en.wikipedia.org/wiki/K-means_clustering
iterating — https://en.wikipedia.org/wiki/File:K-means_convergence.gif
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Demonstration / Visualization

Cytoscape v3 (local/GUI)
> EMARE !
» Visualization, various layouts, can be manually adjusted
> Common network / enrichment analysis
> APP store!!!

» R/js interfaces

igraph (R/python)
» Comprehensive graphical statistics and management

> Visualization, various layouts, but the output can hardly be manually
adjusted

Cytoscape manual — https://manual.cytoscape.org/en/stable/
Cytoscape APP store — https://apps.cytoscape.org/
igraph manual — https://igraph.org/r/doc/

15/]7



Demonstration / Visualization

Graphia (local/GUI)
> 3D

Arena3D (web shiny app)
> 3D
» Multi-omics
Circos (local/terminal)
> ZEEE Figure 1
> EEFAL html RIS

Graphia demo — https://graphia.app/example-data.html
Arena3D — https://pavlopoulos-lab-services.org/shiny/app/arena3d
Circos — https://circos.ca/documentation/images/small/
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HAINEIIE T best practice XD

1. MIRHAEAD  KEEEZREEFTEER NGB ARG
> BERKRD or KB — ZRIEMH network

2. trimming: node/edge/small subgraph
> AESELSLHEAS

3. ZEE STRING &

> EH ZE scores AR cut-offs

clustering BEERRR AN EAXNIRMAREESE—H

EELE 24 BERE

enrichment analysis

HBECRERERNFHRER XD
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